A Logarithmic Opinion Pool Based STAPLE Algorithm For The Fusion of Segmentations With Associated Reliability Weights
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Abstract—Pelvic floor dysfunction is very common in women after childbirth and precise segmentation of magnetic resonance images (MRI) of the pelvic floor may facilitate diagnosis and treatment of patients. However, because of the complexity of the structures of pelvic floor, manual segmentation of the pelvic floor is challenging and suffers from high inter and intra-rater variability of expert raters. Multiple template fusion algorithms are promising techniques for segmentation of MRI in these types of applications, but these algorithms have been limited by imperfections in the alignment of each template to the target, and by template segmentation errors. In this class of segmentation techniques, a collection of templates is aligned to a target, and a new segmentation of the target is inferred. A number of algorithms sought to improve segmentation performance by combining image intensities and template labels as two independent sources of information, carrying out decision fusion through local intensity weighted voting schemes. This class of approach is a form of linear opinion pooling, and achieves unsatisfactory performance for this application. We hypothesized that better decision fusion could be achieved by assessing the contribution of each template in comparison to a reference standard segmentation of the target image and developed a novel segmentation algorithm to enable automatic segmentation of MRI of the female pelvic floor. The algorithm achieves high performance by estimating and compensating for both imperfect registration of the templates to the target image and template segmentation inaccuracies. The algorithm is a generalization of the STAPLE algorithm in which a reference segmentation is estimated and used to infer an optimal weighting for fusion of templates. A local image similarity measure is used to infer a local reliability weight, which contributes to the fusion through a novel logarithmic opinion pooling. We evaluated our new algorithm in comparison to nine state-of-the-art segmentation methods by comparison to a reference standard derived from repeated manual segmentations of each subject image and demonstrate our algorithm achieves the highest performance. This automated segmentation algorithm is expected to enable widespread evaluation of the female pelvic floor for diagnosis and prognosis in the future.

I. INTRODUCTION

Pelvic floor dysfunction arising from the damage to pelvic muscle, nerve, and connective tissue is very common in women after childbirth. Urinary incontinence, pelvic organ prolapse, fecal incontinence, and defecatory dysfunction are some of the post-partum pelvic floor symptoms [1], [2], [3], [4], [5]. Typically, characterization of these symptoms is performed by evaluation of structural and anatomical properties of organs and tissues of the pelvis in MR images [6], [7], [8].

MR based three dimensional reconstruction has been used successfully to evaluate the female pelvic floor muscles and tissues in women with and without pelvic floor dysfunction [9], [10]. Furthermore, MR based 3D reconstructed models have been used to generate finite-element and element free computational models suitable for simulating vaginal child-birth [4], [11], offering insight into risk factors for childbirth related pelvic floor injury. Finite-Element modeling has also been used to evaluate anterior vaginal wall support, and the mechanisms underlying cystocele formation [12]. The 3D reconstructed models are generated from manually segmented labelmaps, which currently require multiple hours of tedious manual segmentation to produce each reconstructed 3D model. This manual segmentation bottleneck limits the number of computational models that can be reliably produced in a timely manner, thereby limiting the number of study subjects available for the kind of statistical comparisons that can potentially lead to clinically meaningful insight. Reliable automatic segmentation has the potential to remove the manual segmentation bottleneck, which would dramatically increase the number of study
simulation models available for analysis and comparison, allowing us to draw meaningful conclusions from observations involving large groups of study subjects. As an example, automatic segmentation can permit comparison of differences in the quantity and distribution on levator ani stretch during childbirth [4].

However, the structures of pelvic floor are very complex which makes manual segmentation of the structures challenging, even for the expert raters. Moreover, manual segmentation suffers from inter and intra-rater variability [6]. Hence, automatic segmentation of these structures is highly desired. Existing segmentation algorithms for pelvic floor structures have been largely semi-automatic and restricted to few anatomical structures such as rectum, vagina, and bladder, because of the complexity of structures such as obturator internus and inter-individual anatomic variability of the pelvic floor [13], [14], [15], [16].

We have developed a novel and powerful multiple-template-based segmentation algorithm to delineate pelvic floor structures with high accuracy. The fusion of multiple templates with a target is an increasingly popular family of techniques for image segmentation. In this family of techniques, a set of template images, each consisting of an image and its segmentation, is aligned to a target image and a weighted combination of the templates is formed to create a segmentation of the target image. Majority voting is the simplest fusion algorithm that can be used for this purpose [17]. However, majority voting treats the contribution of each template to the target segmentation equally, and this is only correct if each is an equally faithful reproduction of the anatomy of the target. However, for each template, both the template segmentation and the alignment of the template to the target contain errors. Therefore, the fusion algorithm should identify these errors and ameliorate their effects upon the segmentation of the target image.

Here, we briefly explain the sources of these errors. Registration can be defined as the maximization of the alignment of the corresponding features of the two images in the space of the topology-preserving maps. Diffeomorphic image registration algorithms guarantee topology-preserving maps by generating smooth and invertible transformation between the two images. The rationale is that there is one true anatomy for every tissue that is the outcome of normal development. Hence, every normal tissue can be diffeomorphically mapped to any other analogous normal tissue. However, in practice, none of the topology-preserving registration algorithms is capable of doing a perfect alignment of the anatomy of the two images and consequently, it is almost impossible to fully align a template to the target image in the registration based segmentation algorithms. There are two main reasons for this principal inadequacy of the topology-preserving registration algorithms and in particular diffeomorphic image registration methods.

First, the relation between the image intensity and the underlying anatomy is complex and imperfect. Medical imaging devices can be employed to characterize spatial distribution of some physical quantity. Nevertheless, there is an imperfect relation between the anatomy of the tissue and the measured physical quantity. This imperfectness is caused by the lack of specificity in MRI due to the similarity of MRI properties of different tissues and also, by problems such as artifacts, noise, intensity inhomogeneities, and partial voluming. Hence, while the anatomies of the corresponding two similar tissues can be mapped with some diffeomorphic maps, their corresponding intensity images may not be diffeomorphically mapped to each other. This means that the templates and the target image have uncaptionable local inter-individual differences in some regions which cannot be captured by the smooth and invertible transformations.

Second, any non-rigid registration algorithm has some parameters which need to be set. In practice, the optimal values of these parameters are unknown and differ for each pair of the images. Also, finding the global optimum of these parameters might not be practically feasible. Therefore, it is not realizable to optimize these parameters perfectly in a realistic registration problem. Moreover, even with the optimal parameters there would be intrinsic errors caused by improper model selection. This causes undesired intrinsic registration errors due to the sub-optimal assignment of the registration parameters.

Imperfect segmentation of the templates is another source of error which is independent of the registration accuracy. The segmentation of a template can be acquired manually or by an automatic segmentation algorithm. In either case, the utilized segmentation may have both systematic and random errors [18], [19], [20]. The template segmentation errors cannot be detected by measuring the local intensity similarity of the template and the target image. In other words, in the presence of a perfect registration of the templates to the target image, all of the templates will have identical intensity similarity to the target image; however, their corresponding segmentations would not be identical due to the errors in the segmentation of the templates. Therefore, a successful multiple-template-based segmentation algorithm should also take these unavoidable errors into account in the fusion process.

Warfield et al. proposed the STAPLE algorithm in which an optimal weighting of the aligned template segmentations is obtained by comparison with an estimate of the desired target segmentation. STAPLE is an expectation-maximization (EM) algorithm which iteratively estimates the target segmentation and the performance of the templates [18]. In each iteration of the EM, performance parameters of the templates are estimated based on comparison to the estimated reference standard segmentation, and these performance parameters are then used to update the reference standard segmentation. A number of generalizations of this approach have been proposed, to explore mechanisms for fusion with the goal of improving the final segmentation quality. In particular, spatially adaptive performance estimation has been found to be important [21], and effective estimation of priors is important [22], [23]. Alternative formulations of the fusion
problem have been explored [24], [25], [22], [20], [26], [21], [27], [28].

The direct use of intensity to weight the templates has been actively investigated by a number of authors [29], [30], [31], [32], [33], [34], [35]. These locally weighted voting methods use local intensity similarity of the templates and the target image to estimate the reliability weight of the templates. The rationale for this method is that visual inspection of the misalignment of the images suggests the presence of local intensity dissimilarities between the target image and the templates in poorly registered anatomical regions. Furthermore, the anatomical differences indicate incompatibility of the labels in the corresponding segmentation image of the aligned template and the target image. Therefore, it is possible to use the local intensity similarity of the templates and the target image to compute a voxelwise reliability weight of the templates.

While locally weighted majority voting methods use the local intensity similarities to estimate the weight of different templates to compensate for the registration errors, their performance regarding template error is limited to the performance of the majority voting algorithm as intensity and label information are combined as two independent sources of information. In other words, even if the registration is perfect, locally weighted voting methods will be identical to majority voting. On the other hand, STAPLE based methods are able to detect and compensate for both type of the errors since the contribution of each template is assessed in comparison to a reference standard segmentation of the target image.

Here, we hypothesized that direct employment of intensity information in the STAPLE framework improves the accuracy of the estimation of the performance of templates and therefore improves the accuracy of the segmentation of the target image. Intensity information can assist the fusion algorithm for the detection and compensation of the registration errors. Therefore, we use intensity information as a new source of information in the STAPLE algorithm in order to achieve a more accurate and robust fusion algorithm.

Linear and logarithmic opinion pools are two well-known models which can be used to form weighted votes [36], [37]. All previously reported locally weighted voting approaches use the linear opinion pool to integrate reliability weights in the fusion process. In the linear opinion pool, the linear weighted average of the rater probabilities is used as the aggregation method [36]. One of the difficulties associated with the linear opinion pool is that it is typically multi-modal [36]. In addition, it can be relatively insensitive to the choice of weights and it is not externally Bayesian [36]. On the other hand, the logarithmic opinion pool is a model where the linear weighted average of the logarithm of rater probabilities is used as the aggregating method. In contrast to the linear opinion pool, the logarithmic opinion pool is typically unimodal and can be externally Bayesian [36].

Therefore, we have formulated a new decision fusion algorithm that uses a logarithmic opinion pool aggregating model for the fusion of segmentations with associated local intensity similarity based reliability weights. Our contribution is to demonstrate that a logarithmic opinion pool does allow a tractable formulation of this problem, and that it can be solved exactly with a fixed point solution, and it can be solved rapidly using a closed form approximation. Unlike previous linear opinion pooling techniques, the contribution of both intensity and vote are optimally weighted by measurement of the similarity to the evolving reference standard segmentation in our algorithm. The new algorithm that we present here compensates for both template and registration errors in the fusion procedure, which significantly improves the accuracy of the target segmentation. We applied our algorithm to segment the structures of the pelvic floor from MRI. We compare the accuracy of our method to state-of-the-art fusion methods including recently developed STAPLE based methods which use intensity information in the fusion process [38], [39]. Evaluation of the segmentation achieved indicates the superiority of the algorithm compared to the other methods.

The rest of the paper is organized as follows: Section II describes our novel fusion algorithm and the proposed method for the calculation of weights, based on the intensity information of the templates and the target image. Experimental data, procedures, and results are shown in Section III and conclusions are presented in Section IV.

II. METHODS

In this section, we describe our novel fusion algorithm which can be used for the estimation of the reference standard segmentation and the segmentation generator performance parameters. In our model, we assume that the template segmentations at each voxel are associated with a reliability weight where the higher weights indicate higher credibility of the segmentations. Through Sections II-A to II-D, we describe our fusion algorithm in the general form, assuming that the reliability weights are known. Then, in Section II-E, we present our approach to calculate reliability weights based on the intensity information of the templates and the target image in the framework of multiple-template-based segmentation. Throughout the text, we use the terms rater and decision as to refer to segmentation generators and segmentations, respectively.

A. Reliability Weight Based Fusion Framework

We assume that there are $J$ raters and their corresponding decision matrix $D = \{D_0, \ldots, D_i, \ldots, D_N\}$ where $D_i = \{D_{i,1}, \ldots, D_{i,j}, \ldots, D_{i,J}\}$ and $D_{ij}$ is the decision by template $j$ at voxel $i$. The decision at each voxel $i$ can be any of $S$ labels in $\{1, \ldots, s, \ldots, S\}$. The goal is to estimate the hidden ground truth $T = \{T_1, \ldots, T_i, \ldots, T_N\}$ and the performance parameters $\theta = \{\theta_1, \ldots, \theta_j, \ldots, \theta_J\}$ where $\theta_j$ is a matrix of size $S \times S$ and $\theta_{js} = f(D_{ij}) = s'(T_i = s)$. In addition, we define weight matrix $\omega = \{\omega_1, \ldots, \omega_i, \ldots, \omega_N\}$ where $\omega_i = \{\omega_{i,1}, \ldots, \omega_{i,j}, \ldots, \omega_{i,J}\}$ and $\omega_{ij}$ is the reliability weight of rater $j$ at voxel $i$. It
is assumed that $0 \leq \omega_{ij} \leq 1$ where $\omega_{ij} = 1$ indicates the highest credibility. The weights can be normalized such that $\sum_j \omega_{ij} = 1$; however, this is not a requirement.

We are interested in estimation of the hidden reference standard segmentation by maximization of $f(D, T|\theta, \omega)$, the probability density function (pdf) of the complete data. Since the performance parameters are unknown, we use an EM algorithm to solve our optimization problem. Therefore, given the estimation of the performance parameters at step $t$, we maximize the following function to estimate the parameters at step $t+1$:

$$Q(\theta|\theta^t) = \mathbb{E} \left[ \log f(D, T|\theta, \omega)|D, \theta^t, \omega \right]$$

$$= \sum_i \sum_j T_i \log f(D_i, T_i|\theta_i, \omega_i) f(T_i|D_i, \theta^t, \omega_i)$$

(1)

where we assumed spatial independence of the reference segmentation. In this equation, $W_{si}^t = f(T_i = s|D_i, \theta^t, \omega_i)$ can be calculated using the Bayes rule:

$$W_{si}^t = f(T_i = s|D_i, \theta^t, \omega_i) = \frac{f(D_i|T_i = s, \theta^t, \omega_i) f(T_i = s)}{\sum_{s'} f(D_i|\theta^t, \omega_i) f(T_i = s')}$$

(2)

In the next step, we need to define an appropriate pooling model for $f(D_i|T_i = s, \theta, \omega)$ to combine the decision probabilities with the associated reliability weights. We propose to model the differing performance of each template. In addition, we are interested to have less sensitivity to template decisions at voxels with the smaller reliability weight, as rater decisions at those voxels are less credible. We also know that templates are aligned and rate independently of the other templates. To achieve these goals, we use a logarithmic opinion pool approach to model $f(D_i|T_i = s, \theta, \omega)$:

$$f(D_i|T_i = s, \theta, \omega) = \prod_{j} f(D_{ij}|T_i = s, \theta_{ij}^t, \omega_{ij})$$

$$= \prod_j \sum_{s'} \prod_{s''} f(D_{ij}|T_i = s', \theta_{ij}^t, \omega_{ij}) f(D_{ij}|T_i = s'', \theta_{ij}^t, \omega_{ij})$$

$$= \prod_j (\theta_{ij}^t)^{\omega_{ij}} \left[ \sum_{s'} (\theta_{ij}^t)^{\omega_{ij}} \sum_{s''} (\theta_{ij}^t)^{\omega_{ij}} \right]$$

(3)

Using this model it is easy to see that:

$$W_{si}^t = \prod_j \left[ (\theta_{ij}^t)^{\omega_{ij}} \right] \rho_{si}$$

$$= \sum_{s'} \prod_j (\theta_{ij}^t)^{\omega_{ij}} \rho_{si}$$

(4)

where $\rho_{si} = f(T_i = s)$ and $\zeta_{jsi} = \frac{1}{\sum_{s'} (\theta_{jsi}^{t+1})^{\omega_{jsi}}}$. In the case of $\omega_{ij} = 0$, template $j$ is not reliable in the decision process at voxel $i$. Using our model, it can be seen that in this case, $\forall s, (\theta_{ij}^t)^{\omega_{ij}} \zeta_{jsi} = \frac{1}{s}$ which means that the template $j$ does not provide any contribution in the estimation of the $W_{si}^t$.

In the next step, we maximize the function $Q$ with respect to the performance parameters. To this end, using $W_{si}^t = f(T_i = s|D_i, \theta^t, \omega_i)$ and the logarithmic opinion pool model in Eq. 3, Eq. 1 can be reformulated as:

$$Q(\theta|\theta^t) = \sum_{s,i} W_{si}^t \log f(D_i, T_i = s, \theta, \omega)$$

$$= \sum_{s,i} W_{si}^t \left[ \prod_j (\theta_{ij}^t)^{\omega_{ij}} \right] + W_{si}^t \log(\rho_{si})$$

$$= \sum_{s,i,j} W_{si}^t \omega_{ij} \log(\theta_{ij}^t) + \sum_{s} W_{si}^t \log(\zeta_{jsi}) + K$$

(5)

where $K = \sum_{s,i} W_{si}^t \log(\rho_{si})$ is a constant which does not depend on the optimization parameters. Hence, only $Q(\theta|\theta^t) = \sum_{s,i,j} W_{si}^t \omega_{ij} \log (\theta_{ij}^t) + W_{si}^t \log(\zeta_{jsi})$ is related to the performance parameters and can be optimized using the constraint $\sum_{s} \theta_{jsi} = 1$. Using the Lagrange multipliers, it is possible to maximize this expression by formulating the constrained optimization problem:

$$0 = \frac{\partial}{\partial \theta_{jsi}^t} \left[ \sum_{s,i,j} W_{si}^t \omega_{ij} \log(\theta_{ij}^t) + \lambda \left( \sum_{s} \theta_{jsi} - 1 \right) \right]$$

$$= \sum_{i:D_i=s'} W_{si}^t \omega_{ij} - \sum_{i} W_{si}^t \omega_{ij} \theta_{jsi}^{t+1} \sum_{s'} \theta_{jsi}^{t+1} + \lambda \sum_{s'} \theta_{jsi}^{t+1}$$

$$= \sum_{i:D_i=s'} W_{si}^t \omega_{ij} - \sum_{i} W_{si}^t \omega_{ij} + \lambda = \lambda$$

(6)

We can see that:

$$0 = \sum_{s'} \left[ \sum_{i:D_i=s'} W_{si}^t \omega_{ij} - \sum_{i} W_{si}^t \omega_{ij} \theta_{jsi}^{t+1} \sum_{s'} \theta_{jsi}^{t+1} + \lambda \sum_{s'} \theta_{jsi}^{t+1} \right]$$

$$= \sum_{i} W_{si}^t \omega_{ij} - \sum_{i} W_{si}^t \omega_{ij} \theta_{jsi}^{t+1} \sum_{s'} \theta_{jsi}^{t+1} + \lambda \sum_{s'} \theta_{jsi}^{t+1}$$

$$= \sum_{i} W_{si}^t \omega_{ij} + \lambda$$

$$= \lambda$$

(7)

Hence:

$$\sum_{i:D_i=s'} W_{si}^t \omega_{ij} \theta_{jsi}^{t+1} \sum_{s'} \theta_{jsi}^{t+1} - \lambda \sum_{s'} \theta_{jsi}^{t+1} = 0$$

(8)

Therefore, maximization of Eq. 5 with respect to the performance parameters leads to:

$$\theta_{jsi}^{t+1} = \frac{\sum_{i:D_i=s'} \omega_{ij} W_{si}^t \sum_{s'} \theta_{jsi}^{t+1} (\omega_{ij} - 1)}{\sum_{s'} \omega_{ij} (\theta_{jsi}^{t+1} \omega_{ij} - 1) W_{si}^t}$$

(9)

The fixed point solution of this equation can be achieved through iterative application of the equation and normalization of $\theta_{jsi}^{t+1}$ using the constraint $\sum_{s'} \theta_{jsi}^{t+1} = 1$. Note
that it is not feasible to use linear opinion pooling in this framework as the maximization step will be intractable. For example, a possible linear opinion pool model is:

\[
f(D_i|T_i = s, \theta, \omega_j) = \frac{\sum_j \omega_{ij} f(D_{ij}|T_i = s, \theta_j)}{\sum_j \omega_{ij}} \tag{10}
\]

from which we derive:

\[
Q(\theta|\theta^*) = \sum_{s,i} \left[ W_{si}^t \log \left( \frac{\sum_j \omega_{ij} f(D_{ij}|T_i = s, \theta_j)}{\sum_j \omega_{ij}} \right) + W_{si}^t \log(\rho_{si}) \right] \tag{11}
\]

Optimization of this function using the Lagrange multipliers and the constraint on the performance parameters leads to the following set of equations for \(j, s\) and \(s'\):

\[
\sum_{i:D_{ij}=s} W_{si}^t \omega_{ij} = \sum_{n} \sum_{i} W_{si}^t \omega_{ij} \theta_{jns} \tag{12}
\]

Unfortunately, Eq. 12 permits no simple solution for the performance parameters of each rater as it does not have a closed form or a fixed point solution. In this section, we introduced our fusion algorithm logarithmic opinion pool based STAPLE (LOP-STAPLE) which generalizes the STAPLE algorithm for the cases where a reliability weight is associated with the decisions. It is clear that if \(\forall i,j \text{ we set } \omega_{ij} = 1\), this formulation will be identical to the classic STAPLE algorithm where there is no reliability information. It is also possible to find an approximate closed form solution for the problem which significantly decreases the computational complexity of the problem. Assuming that \(\omega_{ij}\) is close to 0 or 1, \(\xi_{ij}^{t+1} \approx \omega_{ij} (\theta_{jns}^{t+1})^{-1} \approx \omega_{ij}\) which leads to a closed form approximate solution of the problem.

B. Prior Probability of the Reference Segmentation

One of the important parts of the STAPLE algorithm is the prior \(\rho_{si}\). In general, the prior on the reference segmentation can be a global or spatially varying. The simplest way to estimate a spatially varying prior is to use the output of the majority voting of a collection of aligned template segmentations as the prior. Using label information it is possible to find the global and the majority voting based local prior as follows:

\[
\rho_{si}^G = \rho_{si}^L = \frac{\sum_{i:j:D_{ij}=s} \omega_{ij}}{NJ}
\]

where \(\rho_{si}^G\) and \(\rho_{si}^L\) are global and spatially varying prior, respectively. It is also possible to combine these two priors to get a general form for the prior:

\[
\rho_{si} = (1 - \lambda)\rho_{si}^G + \lambda \rho_{si}^L \tag{14}
\]

where \(0 \leq \lambda \leq 1\) is a weighting factor that expresses the relative importance of global versus local prior information.

C. MAP Formulation of the Performance Parameters

In the cases that a priori information about the performance of the raters is available; the maximum a posteriori (MAP) estimation of the parameters is desired. Suppose that \(P(\theta|s) = \prod_{i,j,s} P(\theta_{jns})\) and \(\gamma\) are the probability map of the prior on the performance parameters and the weight of the prior term, respectively. Thus, the MAP formulation of the fusion problem can be written as:

\[
Q_{MAP}(\theta|\theta^*) = Q(\theta|\theta^*) + \gamma \log(\rho(\theta)) = Q(\theta|\theta^*) + \gamma \sum_{j} \sum_{s} \sum_{s'} \log(P(\theta_{jns})) \tag{15}
\]

Similar to [22], using the Beta distribution for the rater \(j\) and labels \(s\) and \(s'\) with parameters \(\alpha_{js,s}\) and \(\beta_{js,s}\) the prior probabilites are set to \(P(\theta_{jns}) = \frac{1}{Z} (\theta_{jns})^{\alpha_{js,s} - 1} (1 - \theta_{jns})^{\beta_{js,s} - 1}\) where \(Z\) is the normalization constant. The model is based on this fact that if a given structure has not been delineated on a local block, it does not mean that the rater necessarily has poor segmentation performance in that region. In other words, we assume that the performance of the raters is a priori high which can be represented by setting parameters of beta distribution of diagonal and off-diagonal performance parameters to reflect frequently correct and incorrect decision making, respectively, [22]. Finally, optimization of Eq. 15 with the constraint \(\sum_{s'} \theta_{jns'} = 1\), leads to the following MAP solution:

\[
\theta_{jns'}^{t+1} = \frac{\sum_{i:D_{ij}=s'} W_{si}^t \omega_{ij} + \gamma \left( \alpha_{js,s} + 1 + \theta_{jns'}^{t+1} \sum_{s'' \neq s'} \beta_{jn,s''} \frac{\beta_{jn,s''} - 1}{1 - \theta_{js,s''}} \right)}{\sum_{s} \sum_{i} \sum_{s'} \left( \alpha_{js,s} + \beta_{jn,s'} - 2 \right) W_{si}^t + \gamma \sum_{s'} (\alpha_{js,s} + \beta_{jn,s'} - 2)} \tag{16}
\]

The fixed point solution can be achieved using the previously described approach.

D. Markov Random Field Model for Spatial Consistency

The above model suggests that the estimated probability of the true segmentation is independent of the neighboring voxels. However, in some cases, there are strong anatomical relations between spatially related voxels in the target image. To improve the accuracy of the estimation of the reference standard segmentation of the target image, it is possible to use Markov random field (MRF) model to model this relation in a local neighborhood around each voxel. To model this relation, one can use the approach in [18] to update the estimated ground truth:

\[
W_{si}^t \leftarrow \frac{1}{Z} \exp \left( \ln \rho_{si} + \sum_{j} \omega_{ij} \ln(\theta_{jnsi}) \right.
\]

\[
+ \sum_{j} \ln(\xi_{jsi}^t) + \sum_{m} \sum_{n} J_{sn} W_{nm}^t \tag{17}
\]

where \(J_{sn}\) describes the spatial compatibility of the labels \(s\) and \(n\) and, \(Z\) is the normalization constant and
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1) Weight Calculation: The intensity similarity between the target image and templates can be estimated using a function of Mean square error (MSE) or normalized cross correlation (NCC). It is known that \(-1 \leq \text{NCC} \leq 1\). However, there are two main constraints in our approach: Weights should be between \([0,1]\), and higher intensity similarities should lead to higher weights. Therefore, to generate the weights we use the following approach to map the local NCC values to the \([0,1]\):

\[
\varphi_{ij} = \frac{1}{|N|} \sum_{k \in N} \frac{(N_{G_i}(k) - \mu_{N_{G_i}})(N_{I_{ij}}(k) - \mu_{N_{I_{ij}}})}{\sigma_{N_{G_i}} \sigma_{N_{I_{ij}}}}
\]

\[
\omega_{ij} = \frac{1}{1 + e^{-s(\varphi_{ij} - b)}}
\]

In this equation, \(\mu\) and \(\sigma\) are used for the representation of the mean and standard deviation in the region defined by \(N_i\) around the voxel \(i\). \(s\) and \(b\) are scale and shift parameters that can be optimized for each specific problem. It is easy to see that \(\omega_{ij}\) takes the values between zero and one.

2) Adjustment of Decisions and Weights Using Weak Regularization (Weakly Regularized LOP-STAPLE): To improve the registration accuracy of the aligned templates and to overcome parts of the registration errors due to the regularization constraints, we utilize the method of Akselrod-Ballin et al. [40] with a weak regularization where we locally search for the best matching block. To this end, for each block \(N_i\) centered at voxel \(i\) in the target image, we search for the most similar block in a neighborhood \(N_i\) around the voxel \(i\) of each one of the aligned templates and use the adjusted weights and decisions in the LOP-STAPLE formulation:

\[
\hat{i}_j = \arg \max_{v \in N_i} \varphi(N_{G_i}, N_{I_{vj}})
\]

\[
\hat{\varphi}_{ij} = \varphi(N_{G_i}, N_{I_{ij}})
\]

\[
\hat{\omega}_{ij} = \frac{1}{1 + e^{-s(\hat{\varphi}_{ij} - b)}}
\]

\[
\hat{D}_{ij} = D_{ij}
\]

where for the voxel \(i\), \(\hat{i}_j\) is the index of the center of the most similar block in the template \(j\), and \(\hat{\omega}_{ij}\) and \(\hat{D}_{ij}\) are adjusted weight and decision at the voxel \(i\) of \(j\)-th template, respectively.

III. Results

In this section we validate our approach using both synthetic and real data. In addition, we compare our method with some of the state-of-the-art methods in the literature. First, we use synthetic data for the evaluation of our method to show the benefits of using intensity information in the fusion process.

A. Experiments on Synthetic Data

In the first step, we validated our method using synthetic data. For this purpose, we generated twenty images and their corresponding segmentations of the target image and then compared the output of the segmentation generated by STAPLE, STEPS [38], and LOP-STAPLE (Fig. 1). The templates are generated using the following procedure: Target image and the corresponding segmentations are rotated by \(0^\circ, 2^\circ, 4^\circ, 6^\circ, 8^\circ\) counterclockwise with translation of \(\pm 1\) pixel in \(x\) and \(y\) directions which add up to \(5 \times 4 = 20\) templates. We also added white Gaussian noise to the templates to have SNR=40dB. Fig.1.a,b, and c show three of the generated templates and the ground truth is shown in Fig.1.d.

The segmentation errors of LOP-STAPLE, its closed form approximation, STEPS and STAPLE are shown in Fig. 1.e-h, respectively. In this simple example, we have shown the effectiveness of the intensity information in the fusion process. It can be seen that STAPLE does not achieve the correct segmentation as it is impossible to detect the correct segmentation using only the label information of the templates. However, weights generated based on the intensity similarity of the target image and templates are very low for the voxels when there is a substantial mismatch between the target image and the templates. Therefore, these voxels have smaller impact on the estimated reference segmentation and performance parameters. This means that the performance of the templates can be estimated with very high accuracy which
leads to a precise segmentation of the target image. In addition, it can be seen that the closed form approximation has inferior accuracy compared to the fixed point solution; however, it is approximately 20 times faster. In this example, label information alone is insufficient to achieve excellent fusion, as illustrated by the performance of STAPLE in this example. The STEPS algorithm incorporates intensity-based atlas selection, which improves performance. The best performance is achieved with LOP-STAPLE, by the use of intensity information through logarithmic opinion pooling.

Next, we compare our method to the state-of-the-art fusion algorithms using real MR images of female pelvic data. In the rest of the paper, we utilize the closed form approximation.

B. Imaging Sequence and Structures to Segment

We utilize publicly accessible MRI scans of 20 female pelvises to evaluate the performance of our new label fusion algorithm (http://www.crl.med.harvard.edu/software/STAPLE/index.php). In 18 of these scans, nine structures were segmented three times by three experts as described in [6] which are included in the study. Thus, for each image and for each of the nine structures, nine segmentations were available. The MR images of the pelvic floor were acquired in the axial plane using 1.5 Tesla magnet and phased-array surface coil. The imaging parameters were: T2 Turbo SE axial images with TR/TE=5000/132ms, FOV=200cm, Slice Thickness=3mm/interleaved, no gap, flip angle=180°. For each image the following structures were segmented manually: pelvic bones, symphysis, coccyx, obturator internus, levator ani, vagina, rectum, urethra, and bladder.

C. Reference Segmentation Estimation

Interactive segmentation is well known to demonstrate intra-expert and inter-expert variability. Even carefully established segmentation protocols, and disciplined experts, can generate inconsistent segmentations, especially in areas in which the image contrast is reduced such as at the boundaries between structures of interest. For example, the repeated segmentations of the experts in Fig. 2.d-f have regions which exhibit local intra-rater and inter-rater variability. Therefore, in the first step, we fuse nine manual segmentations of each scan to generate a reference segmentation of the corresponding image. We evaluate, for each reference standard, the overall agreement between the reference standard and the individual input segmentations and choose the most accurate one. Next, in Section III-E, the evaluation of our new fusion algorithm, and some of the state-of-the-art label fusion methods for the purpose of segmentation of a female pelvis MRI scan is presented.

A reference standard segmentation was estimated for each scan with each of the local MAP STAPLE with several half window size (HWS) values [21], STAPLE [18] and majority voting as the label fusion strategies. Note
that locally weighted voting and other intensity based fusion methods cannot be used in this step because the raters use the target image for the manual segmentation. All nine manual segmentations were used for the fusion step of STAPLE and local MAP STAPLE. Then, we computed pair-wise overlap between the reference standard segmentation and experts’ segmentations.

We treated each expert segmentation alone as if it was a reference standard segmentation (following a leave-one-out methodology), and computed the pairwise overlap between itself and the other expert segmentations. The coefficient of variation was used as a validation measure. It is defined as the ratio between the standard deviation of the measurements and the absolute value of the average measurements, i.e. \( CV = \sigma_D/|\mu_D| \). In our experiments, we computed the coefficient of variation of Dice overlap measures for each of the putative reference standard segmentations (separated for each structure) compared to the segmentation left out.

The best reference standard will have the lowest coefficient of variation of Dice overlap, indicating it is more similar to each of the input segmentations. Furthermore, assessment of the coefficient of variation [41] of Dice overlap between each expert segmentation and other expert segmentations provides a measure of the intra-expert and inter-expert variability. Fig. 2 shows a representative segmentation from an MRI of a female pelvis, the estimated segmentation from local MAP STAPLE, STAPLE and majority voting, and illustrative segmentations from each of the experts. Qualitative comparisons of the MRI and each of the segmentations indicate that expert one and three have the lowest performance. These images illustrate that portions of some structures are not delineated by these two experts, and this is due to the boundary of these structures passing through this slice, leading to incomplete visualization of the 3D extent of these structures. The segmentations generated by STAPLE and by expert number two appear very similar, and the segmentation of local MAP STAPLE appears superior to the other fusion methods. For example, it can be seen that vagina, coccyx, and bladder are delineated more precisely in the segmentation of local MAP STAPLE as compared to the segmentation of expert two. We then sought to quantitatively characterize the average performance differences. We present in Fig. 3 a summary of the average coefficients of variation across the subjects for the reference standard generated by each fusion method, and for each expert.

Fig. 3 indicates that there is inter-rater variability between the segmentations. Comparison of the repeated segmentations of the experts suggests that there is some intra-rater variability as well. The analysis in [6] indicate that the average sensitivity of the raters 1, 2, and 3 are 0.732, 0.783, and 0.650, respectively and the average specificity of them are 0.896, 0.918, and 0.941, respectively which are consistent with the evaluation using COV measure. These results also demonstrate that for HWS of 16, local MAP STAPLE provides the best reference standard estimate. We further visually inspect the fusion result of local MAP STAPLE with HWS=16 for any potential error and consider the result as the reference standard segmentation for the rest of the experiment.

D. Methods Used for Comparison and Selection of Parameters

In the next section, we use the MRI images of female pelvic floor and compare our developed method to the state-of-the-art methods in the literature. To characterize the ability of our new label fusion method to segment these images, we perform a leave-one-out study, considering each pelvis MRI in turn as a target image. For each left-out image, we align each of the remaining subjects’ images on it. Next, the output transformations are applied to the generated reference standard segmentations.

Methods of [29], [30], [42] as the intensity similarity based locally weighted fusion methods, and methods of [26], [18], [24], [25] as the STAPLE based methods and methods of [39], [38] as the methods which use intensity information in the STAPLE framework are used for the comparison. For the methods of [26], [24], [25] we have used the software package given in https://masi.vuse.vanderbilt.edu/. We have used the implementation of the STEPS from source-forg.e.net/projects/niftysseg/, implementation of MALF-PICSL from http://www.nitrc.org/projects/picsl_malf/, and implementation of NLS from http://www.nitrc.org/projects/jist. In addition, for the STAPLE, we have used the implementation given in http://crl.med.harvard.edu/software/STAPLE/. Also, we have used both LOP-STAPLE and STAPLE with an assigned consensus region which was repeatedly demonstrated to provide excellent performance [21]. In all of the experiments in this manuscript, we have used spatially varying prior with \( \lambda = 1 \). Finally, we have implemented methods of [29], [30]. In summary, we analyze the segmentation results of the following methods:

- \( M_0 \): Majority Voting
- \( M_1 \): COLLATE [24]
- \( M_2 \): SIMPLE [26]
- \( M_3 \): STAPLER [25]
- \( M_4 \): Sabuncu et al. algorithm [30]
- \( M_5 \): Artaechevarria et al. method [29]
- \( M_6 \): STAPLE [18]
- \( M_7 \): STEPS [38]
- \( M_8 \): Non-Local STAPLE [39]
- \( M_9 \): MALF-PICSL [42]
- \( M_{10} \): LOP-STAPLE
- \( M_{11} \): Weakly Regularized LOP-STAPLE

For some of the aforementioned methods, the intensities of the target image and the aligned templates are required to be matched using a normalization approach, otherwise comparison of the intensities of the target image and the templates would not be meaningful. To overcome this problem, the approach in [35] is used to locally normalize
the intensities by using local mean and variance. We use this strategy for the methods of [29], [30], [39].

We have examined different non-rigid registration algorithms and based on these experiments, we have used the method of [43] for the alignment of the templates to the target image which is a robust block matching algorithm. To find the non-rigid transformation which aligns moving image to the target image, for each resolution and each iteration, first the sparse pairings between the two images are estimated using the block matching approach utilized in [44], [45]. Next, using an interpolation, a dense deformation field is generated where outliers are removed using the strategy described in [43], [40]. This dense nonrigid registration approach is very powerful when large deformation is required for alignment which is the case for our application. The output transformations were applied to the manual segmentation of the templates.

For the methods of [26], [18], [24], [25] we used their default parameters. However, other methods have some parameters related to the intensity information of the templates and the target image which need to be optimized. We have optimized the parameters for these methods by

---

**Fig. 2.** Illustration of Pelvis Segmentation Fusion. (a): MRI sample slice of female pelvis, (b): estimated segmentation using local MAP STAPLE, (c): using STAPLE, and (d): using majority voting. (e,f,g) illustrate manual segmentations from each one of the experts. Legend: pink, pelvic bones; dark blue, vagina; red, obturator internus; violet, bladder; blue, coccyx; gray, rectum.

**Fig. 3.** Quantitative Comparison of Label Fusion of the Female Pelvis Segmentations. Comparison of the coefficient of variation of the Dice similarity coefficient (DSC) achieved by different label fusion algorithms. The lowest coefficient of variation is the best. The ratio of the coefficient of variation for each method to the lowest achieved (local MAP STAPLE with HWS=16) is reported for local MAP STAPLE (L-ST with HWS of 1, 2, 4, 8 and 16), STAPLE, Majority Voting (MV), and expert interactive segmentation (Exj-N,j corresponds to the jth segmentation by expert j).
Fig. 4. 3D visualization of segmentations of nine pelvic floor structures. (a) Majority Voting, (b) COLLATE [24], (c) SIMPLE [26], (d) STAPLER [25], (e) Sabuncu et al. algorithm [30], (f) Artaeechevarria et al. method [29], (g) STAPLE [18], (h) STEPS [38], (i) Non-Local STAPLE [39], (j) MALF-PICSL [42], (k) LOP-STAPLE, (l) Weakly Regularized LOP-STAPLE, (m) Manual Segmentation. It can be seen that LOP-STAPLE and Weakly Regularized LOP-STAPLE have higher accuracy compared to the other fusion algorithms. Legend: blue violet, pelvic bones; indigo, vagina; brown, obturator internus; red, urethra; olive, bladder; dark orange, rectum; green, Levator ani; orange, coccyx; yellow, symphysis.
<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_4$</td>
<td>$N$</td>
<td>2</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>1</td>
<td>Power of square of intensity differences</td>
</tr>
<tr>
<td>$M_5$</td>
<td>$N$</td>
<td>2</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.5</td>
<td>Standard deviation of Gaussian Kernel</td>
</tr>
<tr>
<td>$M_7$</td>
<td>$N$</td>
<td>2</td>
<td>Kernel Size</td>
</tr>
<tr>
<td></td>
<td>$N$</td>
<td>10</td>
<td>Number of selected Atlases</td>
</tr>
<tr>
<td>$M_8$</td>
<td>$N$</td>
<td>1</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$\sigma_i$</td>
<td>0.2</td>
<td>Standard deviation of Gaussian Kernel for Euclidean distance-based decay</td>
</tr>
<tr>
<td></td>
<td>$\sigma_d$</td>
<td>2</td>
<td>Standard deviation of Gaussian Kernel for intensity similarity</td>
</tr>
<tr>
<td></td>
<td>$N_s$</td>
<td>4</td>
<td>Half window size of the local search area</td>
</tr>
<tr>
<td>$M_9$</td>
<td>$N$</td>
<td>2</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>2</td>
<td>Power of square of intensity differences</td>
</tr>
<tr>
<td></td>
<td>$N_s$</td>
<td>1</td>
<td>Half window size of the local search area</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.1</td>
<td>Optimization Parameter</td>
</tr>
<tr>
<td>$M_{10}$</td>
<td>$N$</td>
<td>2</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>3</td>
<td>Scale parameter</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>0.7</td>
<td>Shift parameter</td>
</tr>
<tr>
<td>$M_{11}$</td>
<td>$N$</td>
<td>2</td>
<td>Half window size of the block</td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td>3</td>
<td>Scale parameter</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>0.7</td>
<td>Shift parameter</td>
</tr>
<tr>
<td></td>
<td>$N_s$</td>
<td>1</td>
<td>Half window size of the local search area</td>
</tr>
</tbody>
</table>

TABLE I
PARAMETERS THAT HAVE BEEN USED FOR DIFFERENT FUSION ALGORITHMS. $M_4$: SABUNCU ET AL. ALGORITHM [30], $M_5$: ARTAECHivarria ET AL. METHOD [29], $M_6$: STAPLE [18], $M_7$: STEPS [38], $M_8$: NON-LOCAL STAPLE [39], $M_9$: MALF-PICSL [42], $M_{10}$: LOP-STAPLE, $M_{11}$: WEAKLY REGULARIZED LOP-STAPLE.

evaluating the average Dice coefficient of 9 structures in 18 datasets. The optimized parameters are described in Table I.

E. Evaluation of Segmentation Performance

In this section, we evaluate LOP-STAPLE, and Weakly Regularized LOP-STAPLE as our new developed methods and methods of majority voting, COLLATE, SIMPLE, STAPLER, Sabuncu et al., Artaechevarria et al. STAPLE, STEPS, Non-Local STAPLE, and MALF-PICSL using the female pelvic data. Some of the methods cannot be used for the multi-category segmentation. Therefore, we segment each structure separately, and use the average Dice coefficient of nine structures for the comparison of the methods. We report in Table II the average (Mean) and standard deviation (STD) of Dice scores. In addition, we have used Wilcoxon signed rank test with significance level of 0.05 for the comparison of the methods.

Since a modified registration can be employed for all of the fusion algorithms, to have a fair comparison, we statistically compare LOP-STAPLE and other implemented methods. In Table II, we report the p-value, the sum of ranks assigned to the differences with positive sign (V), and confidence interval $[C_L, C_H]$ associated with each comparison. It can be seen that LOP-STAPLE is statistically superior to the other state-of-the-art methods. Also, it is clear that Weakly Regularized LOP-STAPLE is superior to LOP-STAPLE which indicates that modified registrations of the templates improves the segmentation accuracy of LOP-STAPLE. In addition, confidence intervals calculations show that with 95% confidence, the average Dice coefficients of other methods are smaller than LOP-STAPLE and the average Dice coefficients of LOP-STAPLE is smaller than Weakly Regularized LOP-STAPLE. The accurate delineation of the anatomy of the pelvic floor is critical to understanding changes in volume and shape in development, injury and disease. The LOP-STAPLE algorithm presented here is demonstrated to provide higher performance than previously described state of the art segmentation algorithms. An average Dice coefficient improvement of 3%, over eighteen pelvic MRI and nine structures, is found.

Finally, it can be seen that methods of $M_7$-$M_{11}$ which use intensity information in the STAPLE framework are superior to other methods. This shows that intensity information can be used to estimate the segmentation of the reference standard with higher accuracy.

Figure 4 shows two 3D views of the automatic segmentation of a sample data using different fusion algorithms. These images show that automatic segmentation of the pelvic floor structures using our novel fusion algorithms is comparable with manual segmentation, which suggests that they can be used for clinical purposes.

We have also analyzed the sensitivity of our algorithm to the shift and scale parameters. To this end, we have changed these parameters in a broad range of acceptable values and computed the average Dice coefficient of 9 structures in 18 subjects. The results in Figure 5 show that
**TABLE II**

Average Dice coefficient on the segmentation of 18 female pelvises. **M0**: Majority Voting, **M1**: COLLATE [24], **M2**: SIMPLE [26], **M3**: STAPLER [25], **M4**: Sabuncu et al. algorithm [30], **M5**: Artabechavarria et al. algorithm [29], **M6**: STAPLE [18], **M7**: STEPS [38], **M8**: Non-Local STAPLE [39], **M9**: MALF-PICSL [42], **M10**: LOP-STAPLE, **M11**: Weakly Regularized LOP-STAPLE.

Since a modified registration can be employed for all of the fusion algorithms, we statistically compare **M10**: LOP-STAPLE to the other implemented methods. In the table, we reported p-value, the sum of ranks assigned to the differences with positive sign (V), and confidence interval \([C_L, C_H]\) associated with each comparison which shows that LOP-STAPLE is statistically superior to the other state-of-the-art methods. In addition, it can be seen that modified registrations of the templates improves the segmentation accuracy of the fusion algorithm. Confidence intervals calculations show that with 95% confidence, the average Dice coefficients of other methods are smaller than LOP-STAPLE and the average Dice coefficients of LOP-STAPLE is smaller than Weakly Regularized LOP-STAPLE.

Fig. 5. Sensitivity analysis of the LOP-STAPLE algorithm to the shift and scale parameters of the reliability weights. We have evaluated performance of LOP-STAPLE for different shift and scale parameters by evaluating the average of the Dice coefficient of the 9 structures in 18 subjects. This figure shows that our algorithm is very robust and has very low sensitivity with respect to the change in the parameters in very broad range.
our algorithm has very low sensitivity to the parameters in a broad range of parameters which indicates the robustness of our algorithm.

IV. Conclusions

In this paper, we introduced a novel fusion framework which considers the intensity based reliability weight of the segmentation generators in the fusion process. We have formulated a new decision fusion algorithm that simultaneously assesses both intensity similarity and segmentation labels. A set of template images, consisting of multi-modal MRI and segmentations, are aligned to a target image, and the segmentation of the target image is inferred. The decision fusion algorithm provides both an estimate of the target image segmentation, and a measure of the performance of each template at providing the target image segmentation along with a measure of the confidence interval of this point estimate.

It has been common in prior work to combine intensity and label information as two independent sources of information, and to fuse them by forming an intensity weighted vote. We hypothesized that better decision fusion could be achieved by assessing the contribution of each template in comparison to a reference standard segmentation of the target image. Since the reference standard segmentation of the target image is not available, we formulated an estimation approach in which the reference standard segmentation is estimated, and then performance is assessed in comparison to this estimate of the reference standard segmentation.

Our algorithm is the first to use both intensity and label information simultaneously to compute the performance of each template at predicting the reference standard segmentation. In order to achieve this, we found it necessary to formulate the decision fusion as a type of logarithmic opinion pooling. We demonstrated theoretically and empirically that this new approach leads to a substantial increase in performance as compared to state of the art algorithms. The use of a logarithmic opinion pool does allow a tractable formulation of this problem which can be solved exactly with a fixed point solution or rapidly using a closed form approximation.

For validation, we used publicly available 18 female pelvic MR images where nine structures are manually segmented three times and using three different raters. Pelvic floor dysfunction is very common in women after childbirth and precise segmentation of pelvic floor tissues is crucial for the diagnosis and treatment of pelvic floor symptoms. However, the number of automatic pelvic floor tissue segmentation methods is very limited due to the complexity of the structures and background tissues and also their large variability.

We used local intensity similarity of the templates and the target image as an indicator of reliability of the templates and employed them to calculate the weights. We compared our method to the nine state-of-the-art fusion algorithms and showed that our novel fusion segmentation algorithm is statistically superior to other methods. We have eliminated major confounding factors such as registration, intensity normalization, and parameter optimization procedure by utilizing a similar approach for all of the fusion algorithms; however, there are factors such as the intensity similarity function which may have an impact on the performance of the fusion algorithms. Our novel multiple-template-based pelvic floor segmentation algorithm can generate highly accurate segmentation of the structures comparable with manual segmentation which suggests that it can be used for clinical purposes.

Finally, we have used intensity information to generate the weights; however, in general, any meaningful approach can be used for this purpose. Future work will focus on developing a local version of our algorithm using the concepts described in [21] to further improve the segmentation accuracy.
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